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Abstract

Kleene algebra with tests (KAT) is an equational system that combines Kleene and Boolean algebras. One can model basic programming constructs and assertions in KAT, which allows for its application in compiler optimization, program transformation and dataflow analysis.

To provide semantics for KAT expressions, Kozen first introduced automata on guarded strings, showing that the regular sets of guarded strings plays the same role in KAT as regular languages play in Kleene algebra. Recently, Kozen described an elegant algorithm, based on “derivatives”, to construct a deterministic automaton that accepts the guarded strings denoted by a KAT expression. This algorithm generalizes Brzozowski’s algorithm for regular expressions and inherits its inefficiency arising from the explicit computation of derivatives.

In the context of classical regular expressions, many efficient algorithms for compiling expressions to automata have been proposed. One of those algorithms was devised by Berry and Sethi in the 80’s (we shall refer to it as Berry-Sethi construction/algorithm, but in the literature it is also referred to as position or Glushkov automata algorithm).

In this paper, we show how the Berry-Sethi algorithm can be used to compile a KAT expression to an automaton on guarded strings. Moreover, we propose a new automata model for KAT expressions and adapt the construction of Berry and Sethi to this new model.
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1 Introduction

Efficient algorithms for compiling regular expressions to deterministic and non-deterministic automata became crucial when regular expressions started to be widely used for pattern matching. One of the most efficient algorithms to translate regular expressions into automata was devised by Berry and Sethi [4].

Kleene algebra with tests (KAT) is an equational system which extends Kleene algebra, the algebra of regular expressions, with a Boolean algebra of tests. KAT expressions are simply regular expressions where the alphabet is two sorted: it contains actions and tests. The latter must satisfy the axioms of Boolean algebra. This seemingly simple extension allows for a powerful language where modeling and verification of basic programming constructs, such as while loops, conditional tests, Hoare triples, and goto statements, is possible. KAT has successfully been applied in low-level verification tasks involving program transformation, compiler optimization and dataflow analysis [15, 1, 13].

The purpose of this paper is twofold. On the one hand, we observe that the Berry-Sethi algorithm can be directly applied to compile a KAT expression into an equivalent automaton on guarded strings, the original semantic model for KAT proposed by Kozen in [12]. On the other hand, we propose a new automaton model to provide semantics for KAT and adapt the Berry-Sethi algorithm to the new model.

The paper is organized as follows. In Section 2, we start with recalling the main concepts we need from the coalgebraic theory of (non-)deterministic automata and regular expressions. In Section 3, we recall the Berry-Sethi algorithm, from classical regular expressions to non-deterministic automata. In Section 4, we introduce the basics of Kleene algebra with tests (KAT), an extension of the algebra of regular expressions with Boolean tests, and automata on guarded strings (both the deterministic and non-deterministic versions). Section 5 contains the main results of the present paper: we show that the Berry-Sethi construction can be applied directly to KAT yielding a non-deterministic automaton on guarded strings. Moreover, we introduce a new automaton model for KAT which can be regarded as a compromise between the non-deterministic and deterministic versions of Kozen’s automata, and adapt the Berry-Sethi construction to compile a KAT expression into this new automata model. The main advantage of the new model is that it will have a smaller number of states than the corresponding automaton on guarded strings. This is important in certain areas of application of KAT,
such as verification or model checking of properties.

2 Deterministic Automata and Regular Expressions, Coalgebraically

In this section, we introduce basic notions and notation on deterministic automata and regular expressions. Our presentation is based on the coalgebraic view on automata [18, 19, 20].

2.1 Coalgebra

We will use three notions from coalgebra which we introduce upfront.

Let Set be the category of sets and functions. An \( \mathcal{F} \)-coalgebra is a pair \((S, f: S \rightarrow \mathcal{F}(S))\), where \(S\) is a set of states and \(\mathcal{F}: \text{Set} \rightarrow \text{Set}\) is a functor. The functor \(\mathcal{F}\), together with the function \(f\), determines the transition structure (or dynamics) of the \(\mathcal{F}\)-coalgebra [19].

An \(\mathcal{F}\)-homomorphism \(h: (S, f) \rightarrow (T, g)\), from an \(\mathcal{F}\)-coalgebra \((S, f)\) to an \(\mathcal{F}\)-coalgebra \((T, g)\), is a function \(h: S \rightarrow T\) preserving the transition structure, i.e., such that the following diagram commutes:

\[
\begin{array}{c}
S & \xrightarrow{h} & T \\
\downarrow{f} & & \downarrow{g} \\
\mathcal{F}(S) & \xrightarrow{\mathcal{F}(h)} & \mathcal{F}(T) \\
\end{array}
\]

\(g \circ h = \mathcal{F}(h) \circ f\)

An \(\mathcal{F}\)-coalgebra \((\Omega, \omega)\) is said to be final if for any \(\mathcal{F}\)-coalgebra \((S, f)\) there exists a unique \(\mathcal{F}\)-homomorphism \(\text{beh}_S: (S, f) \rightarrow (\Omega, \omega)\):

\[
\begin{array}{c}
S & \xrightarrow{\text{beh}_S} & \Omega \\
\downarrow{f} & & \downarrow{\omega} \\
\mathcal{F}(S) & \xrightarrow{\mathcal{F}(\text{beh}_S)} & \mathcal{F}(\Omega) \\
\end{array}
\]

\(\omega \circ \text{beh}_S = \mathcal{F}(\text{beh}_S) \circ f\)

The notion of finality will play a key role later in providing semantics to automata and regular expressions. The functor(s) we consider in the rest of the paper are part of a class for which final coalgebras exist.
2.2 (Non-)Deterministic Automata, Coalgebraically

Let \( A \) be a set of input letters (or symbols). A deterministic automaton with inputs in \( A \) is a pair \( (S, \langle o_S, t_S \rangle) \) consisting of a set of states \( S \) and a pair of functions \( \langle o_S, t_S \rangle \), where \( o: S \to 2 \) is the output function, which determines if a state \( s \) is final (\( o_S(s) = 1 \)) or not (\( o_S(s) = 0 \)), and \( t: S \to S^A \) is the transition function\(^2\), which, given an input letter \( a \) determines the next state. We will frequently write \( s_a \) to denote \( t_S(s)(a) \) and refer to \( s_a \) as the derivative of \( s \) for input \( a \). Moreover, when depicting deterministic automata we will draw a single circle around non-final states and a double circle around final ones.

We illustrate the notation we will use in the representation of deterministic automata in the following example.

\[
\begin{array}{c}
\text{\begin{tikzpicture}[baseline = (current bounding box.center)]
\node (s1) at (0,0) {$s_1$};
\node (s2) at (1,0) {$s_2$};
\node (a) at (0.5,-0.5) {$a$};
\node (b) at (1.5,-0.5) {$b$};
\draw (s1) edge [loop below] node [below] {$a$} (s1);
\draw (s1) edge [bend right] node [right] {$b$} (s2);
\draw (s2) edge [bend right] node [left] {$a$} (s1);
\end{tikzpicture}}
\end{array}
\]

\[
\begin{align*}
o_S(s_1) &= 0 & o_S(s_2) &= 1 \\
(s_1)_a &= s_2 & (s_1)_b &= s_1 \\
(s_2)_a &= s_1 & (s_2)_b &= s_2
\end{align*}
\]

Deterministic automata are coalgebras for the functor \( D(X) = 2 \times X^A \). The classical notion of automata homomorphism will instantiate precisely to the definition of coalgebra homomorphism for the functor \( D \): given two deterministic automata \( (S, \langle o_S, t_S \rangle) \) and \( (T, \langle o_T, t_T \rangle) \), a function \( h: S \to T \) is a homomorphism if it preserves outputs and input derivatives, that is \( o_T(h(s)) = o_S(s) \) and \( h(s)_a = t_T(h(s))(a) = h^A(t_S(s))(a) = h(s_a) \), for all \( a \in A \). These equations correspond to the commutativity of the following diagram.

\[
\begin{tikzcd}
S \arrow{r}{h} \arrow{d}[swap]{\langle o_S, t_S \rangle} & T \arrow{d}{\langle o_T, t_T \rangle} \\
2 \times S^A \arrow{r}[swap]{id \times h^A} & 2 \times T^A
\end{tikzcd}
\]

The input derivative \( s_a \) of a state \( s \) for input \( a \in A \) can be extended to the word derivative \( s_w \) of a state \( s \) for input \( w \in A^* \) by defining, by induction on the length of \( w \), \( s_\epsilon = s \) and \( s_{aw'} = (s_a)w' \), where \( \epsilon \) denotes the empty word and \( aw' \) the word obtained by prefixing \( w' \) with the letter \( a \). This enables an

\(^2\)Here, and in the sequel, we represent the transition function of an automaton curried. Alternatively, and equivalently, the function could be represented as \( t: S \times A \to S \) or \( t: S \to (A \to S) \). The curried representation is more amenable for the coalgebraic treatment of automata.
easy definition of the semantics of a state \( s \) of a deterministic automaton -
the language \( L(s) \in 2^{A^*} \) of a state \( s \) is given by the following characteristic
function:

\[
L(s)(w) = o_S(s_w)
\]  

(1)

The language recognized by \( s \) contains all words \( w \) for which \( L(s)(w) = 1 \).
For instance, the language recognized by state \( s_1 \) of the automaton above
is the set of all words with an odd number of \( a \)'s. It is easy to check
that, for example, \( L(s_1)(bab) = o_S((s_1)_{bab}) = o_S(s_2) = 1 \) and
\( L(s_1)(aab) = o_S((s_1)_{aab}) = o_S(s_1) = 0 \).

Given two deterministic automata \( (S, \langle o_S, t_S \rangle) \) and \( (T, \langle o_T, t_T \rangle) \) a rela-
tion \( R \subseteq S \times T \) is a bisimulation if
\[
\langle s, t \rangle \in R \implies o_S(s) = o_T(t) \quad \text{and} \quad \langle s_a, t_a \rangle \in R \quad \text{for all} \ a \in A
\]

We will write \( s \sim t \) whenever there exists a bisimulation \( R \) containing \( \langle s, t \rangle \).
This concrete definition of bisimulation can be recovered as a special case of
the general definition of bisimulation for \( \mathcal{F} \)-coalgebras [19] by instantiating
the functor \( \mathcal{F} \) to \( \mathcal{D}(X) = 2 \times X^A \). The following theorem guarantees that
the definition above is a valid proof principle for language equivalence of
deterministic automata. We omit the proof here, for details see [18].

**Theorem 1 (Coinduction)** Given two deterministic automata \( (S, \langle o_S, t_S \rangle) \) and \( (T, \langle o_T, t_T \rangle) \) over the same alphabet,
\( s \in S \) and \( t \in T \):

\[
s \sim t \Rightarrow L(s) = L(t)
\]

To determine whether two states \( s \) and \( t \) of two deterministic automata
\( (S, \langle o_S, t_S \rangle) \) and \( (T, \langle o_T, t_T \rangle) \) (over the same alphabet) recognize the same
language we can now use coinduction: it is enough to construct a bisimulation
containing \( \langle s, t \rangle \).

**Example 1** Let \( (S, \langle o_S, t_S \rangle) \) and \( (T, \langle o_T, t_T \rangle) \) be the deterministic automata
over the alphabet \( \{a, b\} \) given by

\[
\begin{array}{c}
\begin{array}{c}
S_1 \xrightarrow{a} S_2 \\
\downarrow b \\
S_3 \xrightarrow{a,b}
\end{array} \\
\end{array}
\begin{array}{c}
\begin{array}{c}
T_1 \xrightarrow{b} T_2 \\
\downarrow b \\
\end{array} \\
\end{array}
\]

The relation $R = \{\langle s_1, t_1 \rangle, \langle s_2, t_1 \rangle, \langle s_3, t_2 \rangle \}$ is a bisimulation:

$$o_S(s_1) = o_S(s_2) = 0 = o_T(t_1) \quad o_S(s_3) = 1 = o_T(t_2)$$

$$(s_1)_a = s_2 \quad R \quad t_1 = (t_1)_a \quad (s_1)_b = s_3 \quad R \quad t_2 = (t_1)_b$$

$$(s_2)_a = s_2 \quad R \quad t_1 = (t_1)_a \quad (s_2)_b = s_3 \quad R \quad t_2 = (t_1)_b$$

$$(s_3)_a = s_3 \quad R \quad t_2 = (t_2)_a \quad (s_3)_b = s_3 \quad R \quad t_2 = (t_2)_b$$

Thus, $L(s_1) = L(t_1) = L(s_2)$ and $L(s_3) = L(t_3)$.

The language recognized by a state $s$ is the behavior (or semantics) of $s$. Thus, the set of languages $2^A^*$ over $A$ can be thought of as the universe of all possible behaviors for deterministic automata. We now turn $2^A^*$ into a deterministic automaton (with inputs in $A$) and then show that such an automaton has the universal property of being final, which will connect the coalgebraic semantics induced by the functor with the classical language semantics we have just presented.

For an input letter $a \in A$, the input derivative $K_a$ of a language $K \in 2^A^*$ on input $a$ is defined by $K_a(w) = L(aw)$. The output of $K$ is defined by $K(\varepsilon)$. These notions determine a deterministic automaton $(2^A^*, \langle o_L, t_L \rangle)$ defined, for $K \in 2^A^*$ and $a \in A$, by $o_L(K) = K(\varepsilon)$ and $t_L(K)(a) = K_a$.

**Theorem 2** The automaton $(2^A^*, \langle o_L, t_L \rangle)$ is final. That is, for any deterministic automaton $(S, \langle o_S, t_S \rangle)$, $L : S \rightarrow 2^A^*$ is the unique homomorphism which makes the following diagram commute.

$$
\begin{array}{c}
S \stackrel{\langle o_S, t_S \rangle}{\longrightarrow} \stackrel{\langle o_L, t_L \rangle}{\longrightarrow} 2^A^* \\
2 \times S^A \stackrel{id \times L^A}{\longrightarrow} 2 \times (2^A^*)^A
\end{array}
$$

Given a state $s$, the language $L(s)$ is precisely the language recognized by $s$ (as defined in equation (1)).

**Proof:** We have to prove that the diagram commutes and that $L$ is unique. First the commutativity:

$$o_L(L(s)) = L(s)(\varepsilon) = o_S(s)$$

$$t_L(L(s))(a) = L(s)_a = \lambda w.L(s)(aw) = \lambda w.L(s_a)(w) = L(s_a) = L(t_S(s))(a)$$

For the one but last step, note that, by definition of $L$ (equation (1))

$$L(s)(aw) = o_S(s_{aw}) = o_S((s_a)_w) = L(s_a)(w)$$
For the uniqueness, suppose there is another morphism \( h: S \rightarrow 2^{A^*} \) such that, for every \( s \in S \) and \( a \in A \), \( o_L(h(s)) = o_S(s) \) and \( h(s)_a = h(s_a) \).

We prove by induction on the length of words \( w \in A^* \) that \( h(s) = L(s) \).

\[
\begin{align*}
h(s)(\epsilon) &= o_L(h(s)) = o_S(s) = L(s)(\epsilon) \\
h(s)(aw) &= (h(s)_a)(w) = h(s_a)(w) \quad \text{(IH)} \\
&= L(s)(aw)
\end{align*}
\]

The semantics induced by the unique map \( L \) into the final coalgebra coincides, in the case of deterministic automata, with the bisimulation semantics we defined above, that is \( s \sim t \iff L(s) = L(t) \) (the implication in Theorem 1 is actually an equivalence).

**Moore automata** are a slight variation on deterministic automata. More precisely, the codomain of the output function is changed from \( 2 \) to \( B \).

Formally, a Moore automaton with inputs in \( A \) and outputs in \( B \) is a pair \((S, \langle o, t \rangle)\) where \( S \) is a set of states, \( o: S \rightarrow B \) is the output function and \( t: S \rightarrow S^A \) is the transition function.

Similarly to the change on the output function, the carrier set of the final coalgebra for Moore automata is \( B^{A^*} \) (in contrast to \( 2^{A^*} \)), the coalgebra structure \( \langle o_M, t_M \rangle: B^{A^*} \rightarrow B \times (B^{A^*})^A \) is defined similarly

\[
\begin{align*}
o_M(f) &= f(\epsilon) \\
t_M(f)(a)(w) &= f(aw)
\end{align*}
\]

and we have the following finality result (proof similar to Theorem 2).

**Theorem 3** The automaton \((B^{A^*}, \langle o_M, t_M \rangle)\) is final. That is, for any Moore automaton \((S, \langle o_S, t_S \rangle)\), there is a unique homomorphism which makes the following diagram commute.

\[
\begin{tikzcd}
S \arrow{r}{h} \arrow{d}[swap]{\langle o_S, t_S \rangle} & B^{A^*} \arrow{d}{\langle o_M, t_M \rangle} \\
B \times S^A \arrow{r}[swap]{id \times h^A} & B \times (B^{A^*})^A
\end{tikzcd}
\]

A **non-deterministic automaton** (NDA) is similar to a deterministic automaton but the transition function gives a set of next-states for each input letter instead of a single state. NDA’s often provide more compact representations of regular languages than deterministic automata. For that, they are computationally very interesting and much research has been devoted to constructions compiling a regular expression into an NDA [2, 8, 4, 21, 16, 7]
(we will show an example of such construction below). Surprisingly, in what concerns language acceptance NDA’s are not more powerful than deterministic automata. A state $s$ of an NDA accepts a word if there is a path starting in $s$ labeled by $w$ which leads to a final state. For every NDA there exists a deterministic automaton with a state equivalent to a given state of the NDA. Such deterministic automaton can be obtained from a given NDA by the so-called subset (or powerset) construction first introduced by Rabin and Scott [17], which we will show below coalgebraically.

Formally, an NDA over the input alphabet $A$ is a pair $(S, \langle o, \delta \rangle)$, where $S$ is a set of states and $\langle o, \delta \rangle: S \rightarrow 2 \times (\mathcal{P}(S))^A$ is a function pair with $o$ as before and where $\delta$ determines for each input letter $a$ a finite set of possible next states.

As an example of the compactness of NDA’s, consider the following regular language (taken from [11]):

$$\{ w \in \{a,b\}^* | \text{the fifth symbol from the right is } a \}$$

One can intuitively construct an NDA with a state $s$, having two outgoing $a$-transitions, which recognizes this language (which could be, for instance, denoted by the regular expression $(a+b)^*a(a+b)(a+b)(a+b)(a+b)$):

$$\begin{array}{c}
\circ \quad a,b \\
\downarrow \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \}
the language recognized by state \( X \in \mathcal{P}(S) \) of \( \text{det}(A) \) is the union of the languages recognized by each state \( x \in X \) of \( A \).

We summarize the situation above with the following commuting diagram:

\[
\begin{array}{ccc}
S & \xrightarrow{\cdot} & \mathcal{P}(S) \\
\langle o, \delta \rangle & \downarrow & \downarrow \\
2 \times \mathcal{P}(S)^A & \xrightarrow{\cdot} & 2 \times (2^A)^A \\
\end{array}
\]

We note that the language semantics of NDA’s, presented in the above diagram, can alternatively be achieved by using \( \lambda \)-coinduction [3, 9].

### 2.3 Regular Expressions

We will now recall the basic definitions and results on regular expressions. The set \( \mathcal{R}(A) \) of regular expressions over a finite input alphabet \( A \) is given by the following syntax:

\[
r, r_1, r_2:: = 1 | 0 | a \in A | r_1 + r_2 | r_1 r_2 | r^* \]

The semantics of regular expressions is given in terms of languages and it is defined as a map \( L : \mathcal{R}(A) \rightarrow \mathcal{P}(A^*) \) by induction on the syntax as follows:

\[
L(1) = \{\epsilon\} \quad L(0) = \emptyset \quad L(a) = \{a\} \\
L(r_1 + r_2) = L(r_1) \cup L(r_2) \quad L(r_1 r_2) = L(r_1) \cdot L(r_2) \quad L(r^*) = L(r)^* 
\]

where, given languages \( l, l_1 \) and \( l_2, l_1 \cdot l_2 = \{w_1 w_2 \mid w_1 \in l_1 \text{ and } w_2 \in l_2\}; \)

\( l^* = \bigcup_{n \in \mathbb{N}} l^n \), and, for \( n \in \mathbb{N} \), \( l^n \) is inductively defined by \( l^0 = \{\epsilon\} \) and \( l^{n+1} = l \cdot l^n \).

Here, we have intentionally reused \( L(r) \) to represent the language denoted by a regular expression \( r \in \mathcal{R}(A) \) (recall that we had used \( L(s) \) to represent the language recognized by a state \( s \) of a deterministic automaton). This is because we know from Kleene’s theorem that finite deterministic automata recognize precisely the languages denoted by regular expressions.

We now equip the set \( \mathcal{R}(A) \) with a deterministic automaton structure. This definition was first proposed by Brzozowski in his paper *Derivatives of*...
regular expressions [5] and, for that reason, it is occasionally referred to as Brzozowski derivatives. We define the output $o_{\mathcal{R}}(r)$ of a regular expression $r$ by

\[
\begin{align*}
o_{\mathcal{R}}(0) &= 0 & o_{\mathcal{R}}(r + r) &= o_{\mathcal{R}}(r) \lor o_{\mathcal{R}}(r) \\
o_{\mathcal{R}}(1) &= 1 & o_{\mathcal{R}}(rr) &= o_{\mathcal{R}}(r) \land o_{\mathcal{R}}(r) \\
o_{\mathcal{R}}(a) &= 0 & o_{\mathcal{R}}(r^*) &= 1
\end{align*}
\]

and the input derivative $t_{\mathcal{R}}(r)(a) = r_a$ by

\[
\begin{align*}
(0)_a &= 0 & (r + r)_a &= (r)_a + (r)_a \\
(1)_a &= 0 & (rr)_a &= \begin{cases} (r)_ar_2 & \text{if } o_{\mathcal{R}}(r) = 0 \\ (r)_ar_2 + (r)_a & \text{otherwise} \end{cases} \\
(a)_a' &= \begin{cases} 1 & \text{if } a = a' \\ 0 & \text{if } a \neq a' \end{cases} & (r^*)_a &= ra^*
\end{align*}
\]

In the definition of $o_{\mathcal{R}}$ we use the fact that $2 = \{0, 1\}$ can be given a lattice structure $(\{0, 1\}, \lor, \land, 0, 1)$ (0 is neutral with respect to $\lor$ and 1 with respect to $\land$).

Intuitively, for a regular expression $r$, $o_{\mathcal{R}}(r) = 1$ if the language denoted by $r$ contains the empty word $\epsilon$ and $o_{\mathcal{R}}(r) = 0$ otherwise. The regular expression $r_a$ denotes the language containing all words $w$ such that $aw$ is in the language denoted by $r$.

Similarly to what happened in deterministic automata, the input derivative $r_a$ of a regular expression $r$ for input $a$ can be extended to the word derivative $r_w$ of $r$ for input $w \in A^*$ by defining $r_\epsilon = r$ and $r_{aw} = (r_a)_w$.

We have now defined a deterministic automaton $(\mathcal{R}(A), \langle o_{\mathcal{R}}, t_{\mathcal{R}} \rangle)$ and thus, by Theorem 2, we have a unique map $L$ which makes the following diagram commute.

\[
\begin{array}{c}
\mathcal{R}(A) \xrightarrow{L} 2A^* \\
\downarrow \langle o_{\mathcal{R}}, t_{\mathcal{R}} \rangle & \quad & \downarrow \langle o_L, t_L \rangle \\
2 \times (\mathcal{R}(A))^A \xrightarrow{id \times L^A} 2 \times (2A^*)^A
\end{array}
\]

We now prove that, for any $r \in \mathcal{R}(A)$, the semantics defined inductively in (2) is the same as the one given by the unique map into the final coalgebra $L : \mathcal{R}(A) \rightarrow 2A^*$.
Theorem 4 For all \( r \in \mathcal{R}(A) \) and \( w \in A^* \),
\[
w \in L(r) \iff o_\mathcal{R}(r_w) = 1
\]
where \( L(r) \) is the inductively defined semantics from equation (2).

Proof: By induction on the structure of \( r \).

\[
L(0) = \emptyset \text{ and } o_\mathcal{R}(0_w) = 1
\]
\[
L(1) = \{ \epsilon \} \text{ and } o_\mathcal{R}(1_w) = 1 \iff w = \epsilon
\]
\[
L(a) = \{ a \} \text{ and } o_\mathcal{R}(a_w) = 1 \iff w = a
\]
\[
w \in L(r_1 + r_2) \iff w \in L(r_1) \text{ or } w \in L(r_2)
\]
\[
(\text{IH}) \iff o_\mathcal{R}((r_1)_w) = 1 \text{ or } o_\mathcal{R}((r_2)_w) = 1 \iff o_\mathcal{R}((r_1 + r_2)_w) = 1
\]
\[
w \in L(r_1r_2) \iff w = w_1w_2, \text{ with } w_1 \in L(r_1) \text{ and } w_2 \in L(r_2)
\]
\[
(\text{IH}) \iff o_\mathcal{R}((r_1)_{w_1}) = 1 \text{ and } o_\mathcal{R}((r_2)_{w_2}) = 1 \iff o_\mathcal{R}((r_1r_2)_w) = 1
\]
\[
w \in L(r^*) \iff w \in L(r)^n, \text{ for some } n \in \mathbb{N} \iff w = w_1 \ldots w_n \text{ with } w_i \in L(r)
\]
\[
(\text{IH}) \iff w = w_1 \ldots w_n \text{ with } o_\mathcal{R}(r_{w_i}) = 1 \iff o_\mathcal{R}((r^*)_w) = 1
\]

\[\square\]

We have now proved that the classical semantics of both deterministic automata and regular expressions coincides with the coalgebraic semantics. In the sequel, we will say that a regular expression \( r \) and a state \( s \) of a deterministic automaton are equivalent if \( L(s) = L(r) \).

3 From Regular Expressions to Non-Deterministic Automata: the Berry-Sethi Construction

There are several algorithms to construct a non-deterministic automaton from a regular expression. We will show here the one presented in [4] by Berry and Sethi. We shall generalize this algorithm in the next section in order to deal with the expressions of Kleene algebra with tests. The basic idea behind the algorithm is that of marking: all input letters in a regular expression are marked (with subscripts) in order to make them distinct. As an example, a marked version of \((ab + b)^*ba\) is \((a_1b_2 + b_3)^*b_4a_5\), where \(a_1\) and \(a_5\) are considered different letters. The choice we made for the subscripts are
the positions of the letters in the expression. For that reason the Berry-Sethi construction is often referred to as position automaton.

We will explain the algorithm with an example (taken from [4]) and then state the results that justify its correctness.

**Example 2** Let \( r = (ab + b)^*ba \) and let \( \bar{r} = (a_1b_2 + b_3)^*b_4a_5 \) be its marked version. We define \( c_i = (\bar{r})_w \), for \( w \) a prefix of length \( i \) of \( a_1b_2b_3b_4a_5 \), and call it the continuation \( i \) of \( \bar{r} \). We then construct an automaton from \( \bar{r} \) in the following way:

1. The automaton will have a state \( i \in \{1, 2, 3, 4, 5\} \) for each distinct symbol in \( \bar{r} \) plus an extra state 0 that will be language equivalent\(^4\) to \( \bar{r} \).

2. A state \( i \) has a transition to state \( j \), labeled by \( a_j \), if \( (c_i)a_j = c_j \). A state \( i \) is final if \( o_R(c_i) = 1 \).

The automaton resulting from \( \bar{r} = (a_1b_2 + b_3)^*b_4a_5 \) is the following

\[
\begin{array}{c}
\text{c}_0 = (\bar{r})_e = (a_1b_2 + b_3)^*b_4a_5 & \quad \text{c}_1 = (\bar{r})_{a_1} = b_2(a_1b_2 + b_3)^*b_4a_5 \\
\text{c}_2 = (\bar{r})_{a_1b_2} = (c_1)_{b_2} = (a_1b_2 + b_3)^*b_4a_5 & \quad \text{c}_4 = (\bar{r})_{a_1b_2b_3} = (c_3)b_4 = a_5 \\
\text{c}_3 = (\bar{r})_{a_1b_2b_3} = (c_2)_{b_3} = (a_1b_2 + b_3)^*b_4a_5 & \quad \text{c}_5 = (\bar{r})_{a_1b_2b_3b_4} = (c_4)a_5 = 1
\end{array}
\]

Note that to compute the transition structure we had to compute all input derivatives for each \( c_i \). This can be overcome by using some of the properties of derivatives of expressions with distinct symbols (more below). Now, note that by deleting all the marks in the labels of the automaton above the state 0 of the resulting NDA accepts precisely the language denoted by \( (ab + b)^*ba \).\(^4\)Here, by language equivalent we mean that the state 0 recognizes the same language that the expression denotes. More precisely, \( L(\{0\}) = L(\bar{r}) \).
(all words that finish with $ba$ and all other occurrences of $a$ are followed by one or more $b$'s).

\[ \begin{array}{c}
0 \\
1 \\
2 \\
3 \\
4 \\
5 \\
\end{array} \]

\[ \begin{array}{cccc}
a & b & b & a \\
\downarrow & \downarrow & \downarrow & \uparrow \\
1 & 3 & 4 & 2 \\
b & a & a & b \\
\uparrow & \uparrow & \uparrow & \downarrow \\
4 & 2 & 5 & 3 \\
\end{array} \]

The algorithm above works as expected due to the properties of derivatives of expressions with distinct letters. We summarize the crucial properties for the correctness of the algorithm.

**Theorem 5** ([4, Proposition 3.2 and Theorem 3.4]) Let $\bar{r}$ be the regular expression obtained from $r$ by marking all symbols to make them distinct. Then, the following holds:

1. If $A'$ is an automaton with a state $s$ such that $L(s) = L(\bar{r})$, then the state $s$ of the automaton $A$, obtained from $A'$ by unmarking all the labels, is such that $L(s) = L(r)$.

2. Given any symbol $a$ and word $w$, the derivative $(\bar{r})_{aw}$ is either $\emptyset$ or unique modulo associativity, commutativity and idempotency.

Starting from a regular expression $r \in \mathcal{R}(A)$, we can then obtain a non-deterministic automaton by first marking the symbols, then applying the algorithm above and finally unmarking the labels. If wanted, a deterministic automaton can then be obtained via the subset construction (the complexity of this construction for position automata was studied in [6]).

In [4], the authors presented also a more efficient way of computing the position automaton, based on the fact that each continuation is uniquely determined by an input symbol. We briefly recall it here, since this is precisely the version we will later generalize for KAT expressions. Let $pos(r)$ denote the positions (distinct symbols) in the regular expression $r$. For any regular expression $r$ and $i \in pos(r)$ we define:

\[ \begin{align*}
\text{first}(r) &= \{ i \mid p_iw \in L(\bar{r}), w \in A^*, p_i \in A \} \\
\text{follow}(r, i) &= \{ j \mid up_ip_jv \in L(\bar{r}), u,v \in A^*, p_i, p_j \in A \} \\
\text{last}(r) &= \{ i \mid wp_i \in L(\bar{r}), w \in A^*, p_i \in A \} \\
\end{align*} \]
The set $\text{first}(r)$ contains all indexes $i$ of the letters $p_i$ that can appear in the beginning of a word in the language $L(\bar{r})$. For instance, in the expression $\bar{r} = (a_1 b_2 + b_3)^* b_4 a_5$ above $\text{first}(r) = \{1, 3, 4\}$. Dually, $\text{last}(r)$ contains all indexes of letters that can appear at the end of a word in $L(\bar{r})$. In the example, $\text{last}(r) = \{5\}$. The set $\text{follow}(r, i)$ has all the indexes of letters that can appear after letter $p_i$ in a word in the language $L(\bar{r})$. For instance, in our example, $\text{follow}(r, 2) = \{1, 3, 4\}$.

These sets can be computed efficiently from the expression: we recall [4, Proposition 4.3].

**Proposition 1 ([4, Proposition 4.3])** Let $r$ be a regular expression with distinct symbols. $\mathbf{F}$, defined by the rules below, is such that $\mathbf{F}(r, \{\uparrow\})$ yields a set of pairs of the form $(a_i, \text{follow}(r, i))$, where $\uparrow$ is a symbol distinct from all symbols in $r$. The rules are:

\[
\begin{align*}
\mathbf{F}(r_1 + r_2, S) &= \mathbf{F}(r_1, S) \cup \mathbf{F}(r_2, S) \\
\mathbf{F}(r_1 r_2, S) &= \mathbf{F}(r_1, \text{first}(r_2)) \cup \mathbf{F}(r_2, S) \\
\mathbf{F}(r_1^*, S) &= \mathbf{F}(r_1, \text{first}(r_1)) \cup S \\
\mathbf{F}(a, S) &= \{(a, S)\} \\
\mathbf{F}(1, S) &= \mathbf{F}(0, S) = \emptyset
\end{align*}
\]

Here, for a set $S$, $\underline{1} S = S$ and $\underline{0} S = \emptyset$. Note that in $\mathbf{F}$ also the set $\text{last}(r)$ is computed: $i \in \text{last}(r) \iff \uparrow \in \text{follow}(r, i)$.

The position automaton corresponding to a given regular expression $r \in \mathcal{R}(A)$ is then given by

\[
\mathcal{A}_{\text{pos}}(r) = (\{0\} \cup \text{pos}(r), (o, \delta))
\]

where $\bar{r}$ is the marked version of $r$ and $o$ and $\delta$ are defined as follows:

\[
o(0) = o_{\bar{r}}(r) \quad o(i) = \begin{cases} 1 & \text{if } i \in \text{last}(\bar{r}) \\ 0 & \text{otherwise} \end{cases}
\]

\[
\delta(0)(a) = \{j \mid j \in \text{first}(\bar{r}), \text{unmark}(a_j) = a\}
\]

\[
\delta(i)(a) = \{j \mid j \in \text{follow}(\bar{r}, i), \text{unmark}(a_j) = a\} \quad i \neq 0
\]
We show an example of the algorithm above. We consider again \( r = (ab + b)^*ba \) and its marked version \( \tau = (a_1b_2 + b_3)^*b_4a_5 \).

\[
\begin{align*}
\text{first}(\tau) &= \{1, 3, 4\} & \text{first}(a_1b_2 + b_3) &= \{1, 3\} \\
\text{first}(a_1b_2) &= \{1\} & \text{first}(b_4a_5) &= \{4\}
\end{align*}
\]

\[
\begin{align*}
F(\tau, \{!\}) &= F((a_1b_2 + b_3)^*, \{4\}) \cup F(b_4a_5, \{!\}) \\
 &= F(a_1b_2 + b_3, \{1, 3, 4\}) \cup F(b_4, \{5\}) \cup F(a_5, \{!\}) \\
 &= F(a_1b_2, \{1, 3, 4\}) \cup F(b_3, \{1, 3, 4\}) \cup \{b_4, \{5\}, \langle a_5, \{!\} \rangle\} \\
 &= F(a_1, \{2\}) \cup F(b_2, \{1, 3, 4\}) \cup \{b_3, \{1, 3, 4\}, \langle b_4, \{5\}, \langle a_5, \{!\} \rangle \}
\end{align*}
\]

The position automaton \( A_{pos}(\tau) \) constructed is the same as the one presented above in (4).

It should be remarked that the construction of the position automaton from a regular expression does not always extend to additional operators, such as intersection or complement. This is a disadvantage when compared, for instance, to the algorithm based on Brzozowski derivatives.

### 4 Automata on Guarded Strings and KAT Expressions

Kleene algebra with tests (KAT) is an equational system that combines Kleene and Boolean algebra. One can model basic programming constructs and assertions in KAT, which allows for its application in compiler optimization, program transformation or dataflow analysis [15, 1, 13]. In this section, we will recall the basic definitions of KAT and we will show how to generalize the Berry-Sethi construction (Section 3) in order to (efficiently) obtain an automaton from a KAT expression.

**Definition 1 (Kleene algebra with tests)** A Kleene algebra with tests is a two-sorted structure \((\Sigma, B, +, \cdot, (-)^*, -, 0, 1)\) where

- \((\Sigma, +, \cdot, (-)^*, 0, 1)\) is a Kleene algebra,
- \((B, +, \cdot, -, 0, 1)\) is a Boolean algebra, and
- \((B, +, \cdot, -, 0, 1)\) is a subalgebra of \((\Sigma, +, \cdot, (-)^*, 0, 1)\).

The operator \(-\) denotes negation.
Given a set $P$ of (primitive) action symbols and a set $B$ of (primitive) test symbols, we can define the free Kleene algebra with tests on generators $P \cup B$ as follows. Syntactically, the set $BExp$ of Boolean tests is given by:

$$BExp \ni b ::= b \in B \mid b_1 b_2 \mid b_1 + b_2 \mid \overline{b} \mid 0 \mid 1$$

The set of KAT expressions is given by

$$Exp \ni e, f ::= p \in P \mid b \in BExp \mid ef \mid e + f \mid (e)^*$$

The free Kleene algebra with tests on generators $P \cup B$ is obtained by quotienting $BExp$ by the axioms of Boolean algebra and $Exp$ by the axioms of Kleene algebra. We will use below the natural order on expressions: $e \leq f \iff e + f \equiv f$, where $\equiv$ denotes equivalence provable using the axioms of Kleene/Boolean algebra (these include axioms for idempotency, associativity and commutativity of +, among others, for more details see, for instance, [12]).

Guarded strings were introduced in [10] as an abstract interpretation for program schemes. They are like ordinary strings over an input alphabet $P$, but the symbols in $P$ alternate with the atoms of the free Boolean algebra generated by $B$. The set $At$ of atoms is given by $At = 2^B$. We define the set $GS$ of guarded strings by

$$GS = (At \times P)^*At$$

Kozen [12] showed that the regular sets of guarded strings play the same role in KAT as regular languages play in Kleene algebra (both sets are actually the final coalgebra of a given functor). He showed an analogue of Kleene’s theorem: automata on guarded strings, which are non-deterministic automata over the alphabet $P \cup B$, recognize precisely the regular sets of guarded strings.

**Definition 2 (Regular sets of guarded strings)** Each KAT expression $e$ denotes a set $G(e)$ of guarded strings defined inductively on the structure of $e$ as follows:

$$G(p) = \{\alpha p \beta \mid \alpha, \beta \in At\}$$
$$G(b) = \{\alpha \mid \alpha \leq b\}$$
$$G(e + f) = G(e) \cup G(f)$$
$$G(ef) = G(e) \diamond G(f)$$
$$G(e^*) = \bigcup_{n \geq 0} G(e)^n$$
where, given two guarded strings \( x = \alpha_0 p_0 \ldots p_{n-1} \alpha_n \) and \( y = \beta_0 q_1 \ldots q_{n-1} \beta_n \), we define the fusion product of \( x \) and \( y \) by \( x \diamond y = \alpha_0 p_0 \ldots p_n \alpha_n q_1 \ldots q_{n-1} \beta_n \), if \( \alpha_n = \beta_0 \), otherwise \( x \diamond y \) is undefined. Then, given \( X, Y \subseteq GS \), \( X \diamond Y \) is the set containing all existing fusion products \( x \diamond y \) of \( x \in X \) and \( y \in Y \) and \( X^n \) is defined inductively as \( X^0 = X \) and \( X^{n+1} = X \diamond X^n \).

A set of guarded strings is regular if it is equal to \( G(e) \) for some \( KAT \) expression \( e \). Note that a guarded string is itself a \( KAT \) expression and \( G(x) = \{ x \} \).

**Example 3** Consider the \( KAT \) expression \( e = b_1 + b_2 p \) over \( B = \{ b_1, b_2 \} \) and \( P = \{ p \} \). We compute the set \( G(e) \):

\[
G(e) = G(b_1) \cup (G(b_2) \diamond G(p)) = \{ \alpha \mid \alpha \leq b_1 \} \cup (\{ \alpha \mid \alpha \leq b_2 \} \diamond \{ \alpha p \beta \mid \alpha, \beta \in At \}) = \{ \alpha \mid \alpha \leq b_1 \} \cup \{ \alpha p \beta \mid \alpha \leq b_2, \beta \in At \}
\]

We will now show an example of an automaton on guarded strings. As mentioned above such automaton is just a non-deterministic automaton over the alphabet \( A = P \cup B \), that is \((S, (o_S, t_S))\) with \( o : S \rightarrow 2 \) and \( t : S \rightarrow \mathbb{P}(S)^A \). State \( s_0 \) of the following automaton would recognize (we shall explain the precise meaning of this below) the same set of guarded string as \( e \):

\[
\begin{align*}
&b_1 & &s_0 & &b_2 & &s_1 \\
&s_0 & &s_0 & &s_1 & &
\end{align*}
\]

Let us now explain how to compute \( G(s) \), the set of guarded strings accepted by a state \( s \) of an automaton \( A \) on guarded strings. A guarded string \( x \) is accepted by \( A \) if \( x \in G(e) \) for some \( e \in L(s) \), where \( L(s) \subseteq (P \cup B)^* \) is just the language accepted by \( s \), as defined classically for non-deterministic automata and explained coalgebraically in Section 2.2. In the example above, we have \( L(s) = \{ b_1, b_2 p \} \) and thus

\[
G(s) = G(b_1) \cup G(b_2 p) = G(b_1 + b_2 p).
\]

Later in [14], Kozen showed that the deterministic version of automata on guarded strings (already defined in [12]) fits neatly in the coalgebraic
framework: two expressions are bisimilar if and only if they recognize the same set of guarded strings.

A deterministic automaton on guarded strings is a pair \((S, \langle o_S, t_S \rangle)\) where \(o: S \to \mathcal{B}\) (recall that \(\mathcal{B}\) is the free Boolean algebra on \(\mathcal{B}\), satisfying \(\mathcal{B} \cong 2^{At}\)) and \(t: S \to S^{At \times P}\). Note that formally a deterministic automaton on guarded strings is a Moore automaton (see Section 2.2).

We can obtain a deterministic automaton by using the following generalization of Brzozowski derivatives for KAT expressions (modulo ACI, as for classical regular expressions).

**Definition 3 (Brzozowski derivatives for KAT expressions)** Given an expression \(e \in \text{Exp}\), we define \(E: \text{Exp} \to \mathcal{B} \cong 2^{At}\) and \(D: \text{Exp} \to \text{Exp}^{At \times P}\) by induction on the structure of \(e\). First, \(E(e)\) is given by:

\[
E(p) = \emptyset, \\
E(b) = \{\alpha \in At \mid \alpha \leq b\}, \\
E(e + f) = E(e) \cup E(f), \\
E(e^*) = At
\]

Next, we define \(e_{\alpha q} = D(e)(\langle \alpha, q \rangle)\) by

\[
p_{\alpha q} = \begin{cases} 
1 & \text{if } p = q \\
0 & \text{if } p \neq q
\end{cases}, \\
b_{\alpha q} = 0, \\
(e f)_{\alpha q} = \begin{cases} 
eq f & \text{if } \alpha \in E(e) \\
\alpha f & \text{if } \alpha \notin E(e)
\end{cases}, \\
\alpha e_q = e_{\alpha q} + f_{\alpha q}, \\
\alpha (e^*) = e_{\alpha q} e^*
\]

The functions \(\langle E, D \rangle\) provide \(\text{Exp}\) with a deterministic (Moore) automata structure, which leads, by finality (Theorem 3), to the existence of a unique homomorphism

\[
\delta: \text{Exp} \xrightarrow{\langle E, D \rangle} (2^{At})^{(At \times P)^*} \cong 2^{GS}
\]

which assigns to each expression the language of guarded strings that it denotes. The coalgebra structure on \(2^{GS}\) is an instantiation of \(\langle o_M, t_M \rangle\) as presented before Theorem 3 for the output set \(B = 2^{At}\) and input set \(A = At \times P\). More precisely, we have

\[
o_{GS}(f \in (2^{At})^{(At \times P)^*}) = f(\varepsilon), \\
t_{GS}(f)(\langle \alpha, p \rangle)(w) = f(\langle \alpha, p \rangle)w
\]
or, alternatively, and equivalently,
\[
\begin{align*}
\sigma_{GS}(L \in 2^{GS}) &= \{ \alpha \in \mathbb{A} \mid \alpha \in L \} \\
t_{GS}(L)((\alpha, p)) &= \{ w \in (\mathbb{A} \times \mathbb{P})^* \mid (\alpha, p)w \in L \}
\end{align*}
\]

The concrete definition of \( G \), which can be deduced from the commutativity of the diagram above, is precisely the definition which appeared in the original paper on guarded strings and which we recalled in Definition 2.

**Example 4** The deterministic automaton of \( e = b_1 + b_2p \), which is the deterministic counterpart of the automaton in Example 3, would be

![Automaton Diagram](Image)

since, for \( B = \{ b_1, b_2 \}, \mathbb{A}t = \{ b_1 b_2, b_1 \bar{b}_2, \bar{b}_1 b_2, \bar{b}_1 \bar{b}_2 \} \) and

\[
\begin{align*}
e_{b_1 b_2, p} &= 0 + (b_2p)b_1 b_2, p = p_{b_1 b_2, p} = 1 \\
e_{b_1 \bar{b}_2, p} &= 0 + (b_2p)b_1 \bar{b}_2, p = 0 \\
e_{\bar{b}_1 b_2, p} &= 0 + (b_2p)\bar{b}_1 b_2, p = p_{\bar{b}_1 b_2, p} = 1
\end{align*}
\]

\( E(e) = \{ \alpha \mid \alpha \leq b_1 \} = \{ b_1 b_2, b_1 \bar{b}_2 \} \quad E(0) = \emptyset \quad E(1) = \mathbb{A}t \)

Above we represent the output \( o_S(s) \) of a state by \( \Rightarrow b \) where \( b \in \mathbb{B} \) is the element corresponding to the set \( o_S(s) \) coming from the isomorphism \( 2^{At} \cong \mathbb{B} \).

**5 The Berry-Sethi Construction for KAT Expressions**

In short, there are two types of automata recognizing regular sets of guarded strings:

\[
S \to 2 \times (\mathbb{P}(S))^{\mathbb{B}} \quad S \to \mathbb{B} \times S^{\mathbb{A}t \times \mathbb{P}}
\]

The non-deterministic version has the advantage that it is very close to the expression, that is, one can easily compute the automaton from a
given KAT expression and back, but its semantics is not coalgebraic. The deterministic version fits neatly into the coalgebraic framework, but it has the disadvantage that constructing the automaton from an expression inherits the same problems as in the Brzozowski construction: the number of equivalences that need to be decided increases exponentially. We propose here yet another type of automaton to recognize guarded strings: the construction from an expression to an automaton will be inspired by the Berry-Sethi construction presented in Section 3 and it is linear in the size of the expression.

Note that since KAT expressions can be interpreted as regular expressions over the extended alphabet \( B \cup P \), the Berry-Sethi construction could be applied directly.

**Theorem 6** Let \( e \) be a KAT expression and \( A_{pos}(e) \) be the corresponding position automaton. Then, \( G(e) = G(A_{pos}(e)) \).

**Proof:** We know that \( L(A_{pos}(e)) = L(e) \). Now the result follows by using Kozen’s observation in [12] that given a guarded string \( e \) and an automaton \( A \) such that \( L(A) = L(e) \), one has \( G(e) = G(A) \). \( \square \)

The resulting automaton would have precisely the same type as the non-deterministic version of automata on guarded strings. However, there would be one state for each input symbol in \( P \cup B \).

**Example 5** As an example take the expression \( bp + \tau \), whose marked version is \( b_1p_2 + \tau_3 \). The resulting position automaton will have 4 states and the transition function will be given by the following table

<table>
<thead>
<tr>
<th>follow</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>{1, 3}</td>
<td>{2}</td>
<td>{!}</td>
<td>{!}</td>
</tr>
</tbody>
</table>

which results in the following automaton:

```
graph G {
  rankdir = LR;
  0 [label = "b_1", fillcolor = white];
  1 [label = "\tau_3", fillcolor = white];
  2 [label = "p_2", fillcolor = white];
  3 [label = "\tau_3", fillcolor = white];
  0 -> 1 [label = "b_1"]; 1 -> 2 [label = "p_2"]; 3 -> 0 [label = "\tau_3"]; 2 -> 3 [label = "\tau_3"];}
```
Let us now present a more involved example. Consider the expression \(saq(\overline{araq})^*az\). The automaton will have 10 states, one for each symbol in the expression.

As this last example shows, if we just apply the Berry-Sethi algorithm directly to a KAT expression, without distinguishing between tests and actions, the number of states increases very fast.

The construction we will show next includes only states for each atomic action in \(\mathbf{P}\), yielding smaller automata. From a given KAT expression \(e\), we will construct an automaton \((S, t)\) where \(t : S \rightarrow \mathcal{B} \times \mathcal{P}(S)^{\mathcal{B} \times \mathcal{P}}\). This automaton type can be regarded as a compromise between the non-deterministic and deterministic versions of Kozen’s automata.

We will start with generalizing the sets \(\text{first}\), \(\text{follow}\) and \(\text{last}\).

\[
\begin{align*}
\text{first}(e) & = \{ \langle b, p \rangle \mid b_1 b_2 \ldots b_n px \in L(e), b = \bigvee (b_1 \land b_2 \land \ldots \land b_n) \} \\
\text{follow}(e, p) & = \{ \langle b, q \rangle \mid xp b_1 b_2 \ldots b_n pqy \in L(e), b = \bigvee (b_1 \land b_2 \land \ldots \land b_n) \} \\
\text{last}(e) & = \{ \langle b, p \rangle \mid xp b_1 b_2 \ldots b_n \in L(e), b = \bigvee (b_1 \land b_2 \land \ldots \land b_n) \}
\end{align*}
\]

Note that the empty disjunction is 1 (and the empty conjunction is 0). Below, we will use expressions of the form \(e!\), where ! is a special end-marker,
to avoid the computation of the last symbols that can be generated in $e$: $\langle b, p \rangle \in \text{last}(e) \iff \langle b, \_ \rangle \in \text{follow}(e!, p)$.

Given a KAT expression $e$ with all action symbols distinct we construct the automaton $A_e = (\text{Pos}(e) \cup \{0\}, \langle o_S, t_S \rangle)$ where $\text{Pos}(e)$ is the number of distinct action symbols in $e$ and

$$o_S(i) = \begin{cases} E(e) & \text{if } i = 0 \\ b & \text{if } i > 0 \text{ and } \langle b, \_ \rangle \in \text{follow}(e!, p_i) \\ 0 & \text{otherwise} \end{cases}$$

and $t$ is given by the following rules

$$\begin{array}{ccc} 0 \xrightarrow{\langle b, p_j \rangle} j & \text{iff} & \langle b, p_j \rangle \in \text{first}(e) \\ i \xrightarrow{\langle b, p_j \rangle} j & \text{iff} & \langle b, p_j \rangle \in \text{follow}(e!, p_i) \end{array}$$

The way the automaton is defined, state $i$ will only have incoming transitions labeled by $\langle b, p_i \rangle$. Moreover, the fact that $e$ has distinct symbols implies that the constructed automaton is deterministic, that is, $t: S \to \mathbb{B} \times \mathcal{P}^\mathbb{B} \times \mathcal{P}$. Only after unmarking the labels $p_i$ non-determinism will be introduced, as we will observe in an example below.

The guarded strings recognized by a state $s \in S$ of the automaton $(S, t)$ where $t: S \to \mathbb{B} \times \mathcal{P}(S)_{\mathbb{B} \times \mathcal{P}}$ are now defined by the following rule

$$x \in G(s) \iff x = \alpha \text{ with } \alpha \leq E(s) \text{ or } x = \alpha p x' \text{ with } x' \in G(s') \text{ for some } s' \in t_S(s)(\langle b, p \rangle) \text{ and for some } b \text{ s.t. } \alpha \leq b$$

**Theorem 7** Let $e$ be a guarded string, with all action symbols distinct, and let $A_e = (\text{Pos}(e) \cup \{0\}, \langle o_S, t_S \rangle)$ be the corresponding automaton constructed as above. Then, $G(e) = G(0)$.

**Proof:** By induction on the structure of $e$.

If $e = b$ then $G_S(b) = \{\alpha \mid \alpha \leq b\}$ and $A_e$ is a one state automaton with no transitions. Thus, $G(0) = \{\alpha \mid \alpha \leq E(b)\} = \{\alpha \mid \alpha \leq b\} = G(b)$.

If $e = p$ then $G_S(p) = \{\alpha p \beta \mid \alpha, \beta \in \mathcal{A} \}$ and $A_e$ is a two state automaton with only one transition from state 0 (with output $E(p) = 0$) to state 1 (with output 1) labeled by $\langle 1, p \rangle$. Thus,

$$G(0) = \{\alpha \mid \alpha \leq E(p)\} \cup \{\alpha p \beta \mid \alpha \leq 1, \beta \leq 1\} = \{\alpha p \beta \mid \alpha, \beta \in \mathcal{A} \} = G(p)$$
For \( e = e_1 + e_2 \), we have

\[
G(0) = \{ \alpha \mid \alpha \leq E(e_1 + e_2) \} \cup \{ \alpha p x' \mid x' \in G(t_S(0)\langle b, p \rangle), \alpha \leq b \}
\]

\[
= \{ \alpha \mid \alpha \leq E(e_1) \} \cup \{ \alpha \mid \alpha \leq E(e_1) \} \cup
\{ \alpha p x' \mid x' \in t_S(0)\langle b, p \rangle, \alpha \leq b, b_1 b_2 \ldots b_n p x \in L(e_1 + e_2),
\quad b = \bigvee (b_1 \land b_2 \land \ldots b_n) \}
\]

\[
= \{ \alpha \mid \alpha \leq E(e_1) \} \cup \{ \alpha \mid \alpha \leq E(e_1) \} \cup
\{ \alpha p x' \mid x' \in t_S(0)\langle b, p \rangle, \alpha \leq b, b_1 b_2 \ldots b_n p x \in L(e_1),
\quad b = \bigvee (b_1 \land b_2 \land \ldots b_n) \} \cup
\{ \alpha p x' \mid x' \in t_S(0)\langle b, p \rangle, \alpha \leq b, b_1 b_2 \ldots b_n p x \in L(e_2),
\quad b = \bigvee (b_1 \land b_2 \land \ldots b_n) \}
\]

\[
\overset{II}{=} G(e_1) \cup G(e_2)
\]

\[
= G(e_1 + e_2)
\]

Note that \( b_1 b_2 \ldots b_n p x \in L(e_i) \), for \( i = 1, 2 \), if and only if the state 0 of the automaton \( A_{e_i} \) has a transition labeled by \( \langle b, p \rangle \) into some state.

For \( e = e_1 e_2 \), things get slightly more complicated. Let us start with the easy bit:

\[
\alpha \in G(0) \iff \alpha \leq E(e_1 e_2) \iff \alpha \leq E(e_1) \text{ and } \alpha \leq E(e_2) \iff \alpha \in G(e_1 e_2)
\]

Now take \( \alpha_1 p_1 \ldots p_{n-1} \alpha_n \in G(0) \). This means that there exists a sequence of transitions:

\[
0 \xrightarrow{\langle b_1, p_1 \rangle} \bullet \xrightarrow{\langle b_2, p_2 \rangle} \ldots \xrightarrow{\langle b_{n-1}, p_{n-1} \rangle} \bullet \downarrow_{b_n}
\]

such that \( \alpha_i \leq b_i \), for all \( i = 1, \ldots, n \). Because all the symbols in \( e_1 e_2 \) are distinct we can divide the above sequence of transitions as follows. Let \( p_k \) be the last action symbol in \( \alpha \) belonging to \( e_1 \). We have

\[
0 \xrightarrow{\langle b_1, p_1 \rangle} \bullet \xrightarrow{\langle b_2, p_2 \rangle} \ldots \xrightarrow{\langle b_{k-1}, p_{k-1} \rangle} \bullet
\]

\[
\bullet \xrightarrow{\langle b_{k+1}, p_{k+1} \rangle} \bullet \xrightarrow{\langle b_{k+2}, p_{k+2} \rangle} \ldots \xrightarrow{\langle b_{n-1}, p_{n-1} \rangle} \bullet \downarrow_{b_n}
\]

\[
\bullet \xrightarrow{\langle b_{k+3}, p_{k+3} \rangle} \bullet \xrightarrow{\langle b_{k+4}, p_{k+4} \rangle} \ldots \xrightarrow{\langle b_{n-1}, p_{n-1} \rangle} \bullet \downarrow_{b_n}
\]

\[
\bullet \xrightarrow{\langle b_{n-2}, p_{n-2} \rangle} \bullet \xrightarrow{\langle b_{n-3}, p_{n-3} \rangle} \ldots \xrightarrow{\langle b_{n-1}, p_{n-1} \rangle} \bullet \downarrow_{b_n}
\]
and we observe that $b_{k+1}$ is such that $xp_kb_{k+1}p_{k+1}y \in L(e_1e_2)$. Thus, $b_{k+1} = b_{k+1}^1b_{k+1}^2$ such that $xp_kb_{k+1}^1 \in L(e_1)$ and $b_{k+1}^2p_{k+1}y \in L(e_2)$ and, as a consequence,

$$\langle b_{k+1}^1, p_k \rangle \in \text{last}(e_1) \text{ and } \langle b_{k+1}^2, p_{k+1} \rangle \in \text{first}(e_2)$$

Now we can conclude using the induction hypothesis since $\alpha_1p_1 \ldots \alpha_kp_k\alpha_{k+1} \in G(0_1)$, where $0_1$ is the state 0 of $A_{e_1}$, and $\alpha_{k+1}p_{k+1} \ldots \alpha_{n-1}p_{n-1}\alpha_n \in G(0_2)$, where $0_2$ denotes the state 0 of $A_{e_2}$, and therefore:

$$\alpha_1p_1 \ldots \alpha_kp_k\alpha_{k+1} \in G(e_1) \text{ and } \alpha_{k+1}p_{k+1} \ldots \alpha_{n-1}p_{n-1}\alpha_n \in G(e_2)$$

$$\Leftrightarrow \alpha_1p_1 \ldots \alpha_kp_k\alpha_{k+1}p_{k+1} \ldots \alpha_{n-1}p_{n-1}\alpha_n \in G(e_1e_2)$$

The case $e^*$ follows a similar reasoning as in $e_1e_2$ and is left to the reader. □

This theorem refers to marked expressions. Note, however, that unmarking the labels of the automaton only changes the action symbols and it will also yield $G(\emptyset) = G(\emptyset)$, where $G(\emptyset)$ denotes the set of guarded strings recognized by state 0 of the unmarked automaton and $G(\emptyset)$ the unmarking of the set of guarded strings recognized by state 0 of the marked automaton.

Next, we present an algorithm to compute the sets $\text{first}$, $\text{follow}$ and $\text{last}$ for KAT expressions.

**Proposition 2** Let $e$ be a KAT expression with distinct symbols, $F$, defined by the rules below, is such that $F(e, \{\{1,1\}\})$ yields a set of pairs of the form $\langle p_i, \text{follow}(e, p_i) \rangle$. The rules are:

$$F(e_1 + e_2, S) = F(e_1, S) \cup F(e_2, S)$$
$$F(e_1e_2, S) = F(e_1, \text{first}(e_2) \cup E(e_2)S) \cup F(e_2, S)$$
$$F(e_1^*, S) = F(e_1, \text{first}(e_1) \cup S)$$
$$F(p, S) = \{\langle p, S \rangle\}$$
$$F(b, S) = \emptyset$$

where

$$\text{first}(e_1 + e_2) = \text{first}(e_1) \cup \text{first}(e_2)$$
$$\text{first}(e_1e_2) = \text{first}(e_1) \cup E(e_1)\text{first}(e_2)$$
$$\text{first}(e_1^*) = \text{first}(e_1)$$
$$\text{first}(p) = \{\langle 1, p \rangle\}$$
$$\text{first}(b) = \emptyset$$

Note the similarities between Propositions 2 and 1 (the proofs are also similar and hence we do not include them here). The fact that the Boolean
algebra $\mathcal{B}$ generalizes the two element Boolean algebra of classical regular expressions is reflected in the clause for the concatenation in the following way. The test for empty word $\epsilon_\mathcal{B}$ is replaced by the Boolean value of a KAT expression $e$ and the multiplication is now redefined to propagate the tests:

$$b.S = \begin{cases} \emptyset & \text{if } b = 0 \\ \{ \langle bb', p \rangle \mid \langle b', p \rangle \in S \} & \text{otherwise} \end{cases}$$

**Example 6** We show now two examples of the algorithm above. We start with applying to the expression $e = b_1 + b_2 p$, which we already used in Examples 3 and 4. This expression already has all action symbols distinct so no marking is needed. First, we compute $F(e, \{(1,!)\})$:

$$F(b_1 + b_2 p, \{(1,!)\}) = F(b_1, \{(1,!)\}) \cup F(b_2 p, \{(1,!)\}) = F(p, \{(1,!)\}) = \{(p, \{(1,!)\})\}$$

Thus, because first($e$) = $\{(b_2, p)\}$ and $E(e) = b_1$, then $A_e$ is given by

Next, we consider the expression $e_1 = b_1(p q b_2 + p p b_3 + b_4)$. We have $E(e_1) = b_1 b_4$, so $\overline{e_1} = b_1(p q b_2 + p p b_3 + b_4)$ and

$$\begin{align*}
\text{first}(\overline{e_1}) & = \text{first}(b_1) \cup E(b_1), \text{first}(p q b_2 + p p b_3 + b_4) \\
& = b_1, \{(1, p_1), (1, p_3)\} = \{(b_1, p_1), (b_1, p_3)\} \\
& = F(b_1, \{(1,!)\}) \\
& = F(p_1 q_2 b_2 + p_3 p_4 b_3 + b_1, \{(1,!)\}) \\
& = F(p_1 q_2 b_2, \{(1,!)\}) \cup F(p_3 p_4 b_3, \{(1,!)\}) \\
& = F(p_1, \{(q_2, 1)\}) \cup F(q_2, E(b_2), \{(1,!)\}) \cup F(p_3, \{(1, p_4)\}) \\
& \quad \cup F(p_4, E(b_3), \{(1,!)\}) \\
& = \{(p_1, \{(1, q_2)\}), (q_2, \{(b_2, !)\}), (p_3, \{(1, p_4)\}), (p_4, \{(b_3, !)\})\} 
\end{align*}$$
The automaton $A_{e_1}$, after unmarking, is then given by:

\[
\begin{array}{c}
1 \\
\langle 1, q \rangle
\end{array}
\rightarrow
\begin{array}{c}
2 \\
b_2
\end{array}
\leftarrow
\begin{array}{c}
3 \\
\langle b_1, p \rangle
\end{array}
\rightarrow
\begin{array}{c}
0 \\
\langle b_1, p \rangle
\end{array}
\leftarrow
\begin{array}{c}
4 \\
\langle b_1, p \rangle
\end{array}
\rightarrow
\begin{array}{c}
0 \\
\langle 1, q \rangle
\end{array}
\]

The non-deterministic version of Kozen’s automata on guarded strings would have 7 states and 8 transitions, whereas the (minimal) deterministic version would have 5 states (same as the automaton above), but $8 \times 8 = 64$ transitions since for $B = \{b_1, b_2, b_3\}$ the set $At$ has 8 elements.

6 Conclusion

This paper contains an exercise on KAT expressions. First, we show that one can compile a non-deterministic automaton (on guarded strings) from a KAT expression by directly applying the Berry-Sethi construction, a very efficient algorithm for classical regular expressions. Secondly, we present a new automata model for KAT expressions, which can be seen as a compromise between Kozen’s deterministic and non-deterministic models. We then adapt the Berry-Sethi construction to the new model. Compiling KAT expressions into the new model will yield automata with fewer states, which is an important feature for certain applications on program verification. The constructed automata have however more transitions and it remains to be explored how in practice this affects the efficiency of the construction.
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